ABSTRACT

Agents often have to solve series of similar search problems. Adaptive A* is a recent incremental heuristic search algorithm that solves series of similar search problems faster than A* because it updates the h-values using information from previous searches. It basically transforms consistent h-values into more informed consistent h-values. This allows it to find shortest paths in state spaces where the action costs can increase over time since consistent h-values remain consistent after action cost increases. However, it is not guaranteed to find shortest paths in state spaces where the action costs can decrease over time because consistent h-values do not necessarily remain consistent after action cost decreases. Thus, the h-values need to get corrected after action cost decreases. In this paper, we show how to do that, resulting in Generalized Adaptive A* (GAA*) that finds shortest paths in state spaces where the action costs can increase or decrease over time. Our experiments demonstrate that Generalized Adaptive A* (GAA*) that finds shortest paths in state spaces where the action costs can increase or decrease over time.
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1. INTRODUCTION

Most research on heuristic search has addressed one-time search problems. However, agents often have to solve series of similar search problems as their state spaces or their knowledge of the state spaces changes. Adaptive A* [7] is a recent incremental heuristic search algorithm that solves series of similar search problems faster than A* because it updates the h-values using information from previous searches. Adaptive A* is simple to understand and easy to implement because it basically transforms consistent h-values into more informed consistent h-values. Adaptive A* can easily be generalized to moving-target search [5], where the goal state changes over time. Consistent h-values do not necessarily remain consistent when the goal state changes. Adaptive A* therefore makes the h-values consistent again when the goal state changes. Adaptive A* is able to find shortest paths in state spaces where the start state changes over time since consistent h-values remain consistent when the start state changes. It is able to find shortest paths in state spaces where the action costs can increase over time since consistent h-values remain consistent after action cost increases. However, they are not guaranteed to find shortest paths in state spaces where the action costs can decrease over time because consistent h-values do not necessarily remain consistent after action cost decreases, which limits their applicability. Thus, the h-values need to get corrected after action cost decreases. In this paper, we show how to do that, resulting in Generalized Adaptive A* (GAA*) that finds shortest paths in state spaces where the action costs can increase or decrease over time.

2. NOTATION

We use the following notation: S denotes the finite set of states. s_start ∈ S denotes the start state, and s_goal ∈ S denotes the goal state. A(s) denotes the finite set of actions that can be executed in state s ∈ S. c(s,a) > 0 denotes the action cost of executing action a ∈ A(s) in state s ∈ S, and succ(s,a) ∈ S denotes the resulting successor state. We refer to an action sequence as path. The search problem is to find a shortest path from the start state to the goal state, knowing the state space.

3. HEURISTICS

Heuristic search algorithms use h-values (= heuristics) to focus their search. The h-values are derived from user-supplied H-values H(s,s'), that estimate the distance from any state s to any state s'. The user-supplied H-values H(s,s') have to satisfy the triangle inequality (= be consistent), namely satisfy H(s',s) = 0 and H(s,s') ≤ c(s,a) + H(succ(s,a),s') for all states s and s' with s ≠ s' and all actions a that can be executed in state s. If the user-supplied H-values H(s,s') are consistent, then the h-values h(s) = H(s,s_goal) are consistent with respect to the goal.
state \( s_{\text{goal}} \) (no matter what the goal state is), namely satisfy
\( h(s_{\text{goal}}) = 0 \) and \( h(s) \leq c(s, a) + h(\text{succ}(s, a)) \) for all states \( s \) with \( s \neq s_{\text{goal}} \) and all actions \( a \) that can be executed in state \( s \) [11]. The user-supplied H-values \( H(s, s') \) also have to satisfy a more general triangle inequality, namely satisfy \( H(s, s') \leq H(s, s'') + H(s'', s') \) for all states \( s, s' \) and \( s'' \).

4. A*

Adaptive A* is based on a version of A* [2] that uses consistent h-values with respect to the goal state to focus its search. We therefore assume in the following that the h-values are consistent with respect to the goal state.

4.1 Variables

A* maintains four values for all states \( s \) that it encounters during the search: a g-value \( g(s) \) (which is infinity initially), which is the length of the shortest path from the start state to state \( s \) found by the A* search and thus an upper bound on the distance from the start state to state \( s \); an h-value \( h(s) \) (which is \( H(s, s_{\text{goal}}) \) initially and does not change during the A* search), which estimates the distance of state \( s \) to the goal state; an f-value \( f(s) := g(s) + h(s) \), which estimates the distance from the start state via state \( s \) to the goal state; and a tree-pointer \( \text{tree}(s) \) (which is undefined initially), which is used to identify a shortest path after the A* search.

4.2 Datastructures and Algorithm

A* maintains an OPEN list (a priority queue which contains only the start state initially). A* identifies a state \( s \) with the smallest f-value in the OPEN list [Line 14 from Figure 1]. A* terminates once the f-value of state \( s \) is no smaller than the f-value or, equivalently, the g-value of the goal state. (It holds that \( f(s_{\text{goal}}) = g(s_{\text{goal}}) + h(s_{\text{goal}}) = g(s_{\text{goal}}) \) since \( h(s_{\text{goal}}) = 0 \) for consistent h-values with respect to the goal state.) Otherwise, A* removes state \( s \) from the OPEN list and expands it, meaning that it performs the following operations for all actions that can be executed in state \( s \) and result in a successor state whose g-value is larger than the g-value of state \( s \) plus the action cost [Lines 18-21]: First, it sets the g-value of the successor state to the g-value of state \( s \) plus the action cost [Line 18]. Second, it sets the tree-pointer of the successor state to (point to) state \( s \) [Line 19]. Finally, it inserts the successor state into the OPEN list or, if it was there already, changes its priority [Line 20-21]. (We refer to it generating a state when it inserts the state initially, which is used to identify a shortest path after the A* search.) It then repeats the procedure.

4.3 Properties

We use the following known properties of A* searches [11]. Let \( g(s), h(s) \) and \( f(s) \) denote the g-values, h-values and f-values, respectively, after the A* search: First, the g-values of all expanded states and the goal state after the A* search are equal to the distances from the start state to these states. Following the tree-pointers from these states to the start state identifies shortest paths from the start state to these states in reverse. Second, an A* search expands no more states than an (otherwise identical) other A* search for the same search problem if the h-values used by the first A* search are no smaller for any state than the corresponding h-values used by the second A* search (= the former h-values dominate the latter h-values at least weakly).

5. ADAPTIVE A*

Adaptive A* [7] is a recent incremental heuristic search algorithm that solves series of similar search problems faster than A* because it updates the h-values using information from previous searches. Adaptive A* is simple to understand and easy to implement because it basically transforms consistent h-values with respect to the goal state into more informed consistent h-values with respect to the goal state. We describe Lazy Adaptive Moving-Target Adaptive A* (short: Adaptive A*) in the following.

5.1 Improving the Heuristics

Adaptive A* updates (= overwrites) the consistent h-values with respect to the goal state of all expanded state \( s \) after an A* search by executing

\[
h(s) := g(s_{\text{goal}}) - g(s).
\]

This principle was first used in [4] and later resulted in the independent development of Adaptive A*. The updated h-values are again consistent with respect to the goal state [7]. They also dominate the immediately preceding h-values at least weakly [7]. Thus, they are no less informed than the immediately preceding h-values and an A* search with the updated h-values thus cannot expand more states than an A* search with the immediately preceding h-values (up to tie breaking).

5.2 Maintaining Consistency of the Heuristics

Adaptive A* solves a series of similar but not necessarily identical search problems. However, it is important that the h-values remain consistent with respect to the goal state from search problem to search problem. The following changes can occur from search problem to search problem:

- The start state changes. In this case, Adaptive A* does not need to do anything since the h-values remain consistent with respect to the goal state.
- The goal state changes. In this case, Adaptive A* needs to correct the h-values. Assume that the goal state changes from \( s_{\text{goal}} \) to \( s'_{\text{goal}} \). Adaptive A* then updates (= overwrites) the h-values of all states \( s \) by assigning

\[
h(s) := \max(H(s, s'_{\text{goal}}), h(s) - h(s'_{\text{goal}})).
\]

The updated h-values are consistent with respect to the new goal state [9]. However, they are potentially less informed than the immediately preceding h-values. Taking the maximum of \( h(s) - h(s'_{\text{goal}}) \) and the user-supplied H-value \( H(s, s'_{\text{goal}}) \) with respect to the new goal state ensures that the h-values used by Adaptive A* dominate the user-supplied H-values with respect to the new goal state at least weakly.

- At least one action cost changes. If no action cost decreases, Adaptive A* does not need to do anything since the h-values remain consistent with respect to the goal state. This is easy to see. Let \( c \) denote the original action costs and \( c' \) the new action costs after the changes. Then, \( h(s) \leq c(s, a) + h(\text{succ}(s, a)) \) for \( s \in
5.3 Updating the Heuristics Lazily

So far, the h-values have been updated in an eager way, that is, right away. However, Adaptive A* updates the h-values in a lazy way, which means that it spends effort on the update of an h-value only when it is needed during a search, thus avoiding wasted effort. It remembers some information during the A* searches (such as the g-values of states) [Lines 18 and 30] and some information after the A* searches (such as the g-values of states) [Lines 19 and 31] and uses this information to calculate the h-value of a state only when it is needed by a future A* search [9].

5.4 Pseudocode

Figure 1 contains the pseudocode of Adaptive A* [9]. Adaptive A* does not initialize all g-values and h-values up front but uses the variables counter, search(s) and pathcost(x) to decide when to initialize them:

- The value of counter is $x$ during the $x$th execution of ComputePath(), that is, the $x$th A* search.
- The value of search(s) is $x$ if state $s$ was generated last by the $x$th A* search (or is the goal state). Adaptive A* initializes these values to zero [Lines 25-26].
- The value of pathcost(x) is the length of the shortest path from the start state to the goal state found by the $x$th A* search, that is, the distance from the start state to the goal state.

Adaptive A* executes ComputePath() to perform an A* search [Line 33]. (The minimum over an empty set is infinity on Line 13.) Adaptive A* executes InitializeState(s) when the g-value or h-value of a state $s$ is needed [Lines 16, 28, 29 and 42].

Adaptive A* initializes the g-value of state $s$ (to infinity) if state $s$ either has not yet been generated by some A* search (search(s) = 0) [Line 9] or has not yet been generated by the current A* search (search(s) ≠ counter) but was generated by some A* search (search(s) ≠ 0) [Line 7].

Adaptive A* initializes the h-value of state $s$ with its user-supplied H-value with respect to the goal state if the state has not yet been generated by any A* search (search(s) = 0) [Line 10].
update the increased and decreased action costs (if any); 

1' OPEN := ∅; 

2' for all state-action pairs \((s, a)\) with \(s \neq s_{goal}\) whose \(c(s, a)\) decreased 

3' InitializeState(s); 

4' \(\text{InitializeState}(\text{succ}(s,a))\); 

5' if \(h(s) > c(s, a) + h(\text{succ}(s,a))\) 

6' \(h(s) := c(s, a) + h(\text{succ}(s,a))\); 

7' if \(s\) is in OPEN then delete it from OPEN; 

8' insert \(s\) into OPEN with h-value \(h(s)\); 

9' while OPEN \(\neq \emptyset\) 

10' delete a state \(s'\) with the smallest h-value \(h(s)\) from OPEN; 

11' for all states \(s \in S\) \(\{s_{goal}\}\) and actions \(a \in A(s)\) with \(\text{succ}(s, a) = s'\) 

12' InitializeState(s); 

13' if \(h(s) > c(s, a) + h(\text{succ}(s,a))\) 

14' \(h(s) := c(s, a) + h(\text{succ}(s,a))\); 

15' if \(s\) is in OPEN then delete it from OPEN; 

16' insert \(s\) into OPEN with h-value \(h(s)\); 

17' Figure 2: Consistency Procedure

all states by the h-value of the new goal state. This h-value is added to a running sum of all corrections [Line 45]. In particular, the value of \(\text{delta}(s)\) during the \(i\)th \(A^*\) search is the running sum of all corrections up to the beginning of the \(i\)th \(A^*\) search. If a state \(s\) was generated by a previous \(A^*\) search \((\text{search}(s) \neq 0)\) but not yet generated by the current \(A^*\) search \((\text{search}(s) \neq \text{counter})\), then Adaptive \(A^*\) updates its h-value by the sum of all corrections between the \(A^*\) search when state \(s\) was generated last and the current \(A^*\) search, which is the same as the difference of the value of \(\text{delta}\) during the current \(A^*\) search \((\text{delta}(\text{counter}))\) and the \(A^*\) search that generated state \(s\) last \((\text{delta}(\text{search}(s)))\) [Line 5]. It then takes the maximum of this value and the user-supplied H-value with respect to the new goal state [Line 6].

6. GENERALIZED ADAPTIVE \(A^*\)

We generalize Adaptive \(A^*\) to the case where action costs can increase and decrease. Figure 2 contains the pseudocode of a consistency procedure that eagerly updates consistent h-values with respect to the goal state with a version of Dijkstra’s algorithm [1] so that they remain consistent with respect to the goal state after action cost increases and decreases.\(^1\) The pseudocode is written so that it replaces Line 50 of Adaptive \(A^*\) in Figure 1, resulting in Generalized Adaptive \(A^*\) (GAA*). \(\text{InitializeState}(s)\) performs all updates of the h-value of state \(s\) and can otherwise be ignored.

THEOREM 1. The h-values remain consistent with respect to the goal state after action cost increases and decreases if the consistency procedure is run.

Proof: Let \(c\) denote the action costs before the changes, and \(c'\) denote the action costs after the changes. Let \(h(s)\) denote the h-values before running the consistency procedure and \(h'(s)\) the h-values after its termination. Thus, \(h(s_{goal}) = 0\) and \(h(s) \leq c(s, a) + h(\text{succ}(s,a))\) for all non-goal states \(s\) and all actions \(a\) that can be executed in state \(s\) since the h-values are consistent with respect to the goal state for the action costs before the changes. The h-value of the goal state remains zero since it is never updated. The h-value of any non-goal state is monotonically non-increasing over time since it only gets updated to an h-value that is smaller than its current h-value. Thus, we distinguish three cases for a non-goal state \(s\) and all actions \(a\) that can be executed in state \(s\):

- First, the h-value of state \(\text{succ}(s,a)\) never decreased (and thus \(h(\text{succ}(s,a)) = h'(\text{succ}(s,a))\) and \(c(s, a) \leq c'(s,a)\)). Then, \(h'(s) \leq h(s) \leq c(s, a) + h(\text{succ}(s,a))\) = \(c(s,a) + h'(\text{succ}(s,a)) \leq c'(s,a) + h'(\text{succ}(s,a))\).

- Second, the h-value of state \(\text{succ}(s,a)\), never decreased (and thus \(h(\text{succ}(s,a)) = h'(\text{succ}(s,a))\)) and \(c(s,a) > c'(s,a)\). Then, \(c(s,a)\) decreased and \(s \neq s_{goal}\) and Lines 4'-9' were just executed. Let \(h(s)\) be the h-value of state \(s\) after the execution of Lines 4'-9'. Then, \(h'(s) \leq h(s) \leq c'(s,a) + h'(\text{succ}(s,a))\).

- Third, the h-value of state \(\text{succ}(s,a)\) decreased and thus \(h(\text{succ}(s,a)) > h'(\text{succ}(s,a))\). Then, the state was inserted into the priority queue and later retrieved on Line 11. Consider the last time that it was retrieved on Line 11. Then, Lines 12'-17' were executed. Let \(h(s)\) be the h-value of state \(s\) after the execution of Lines 12'-17'. Then, \(h'(s) \leq h(s) \leq c'(s,a) + h'(\text{succ}(s,a))\).

Thus, \(h'(s) \leq c'(s,a) + h'(\text{succ}(s,a))\) in all three cases, and the h-values remain consistent with respect to the goal state.

Adaptive \(A^*\) updates the h-values in a lazy way. However, the consistency procedure currently updates the h-values in an eager way, which means that it is run whenever action costs decrease and can thus update a large number of h-values that are not needed during future searches. It is therefore important to evaluate experimentally whether Generalized Adaptive \(A^*\) is faster than \(A^*\).

7. EXAMPLE

We use search problems in four-neighbor gridworlds of square cells (such as, for example, gridworlds used in video games) as examples. All cells are either blocked (= black) or unblocked (= white). The agent always knows its current cell, the current cell of the target and which cells are blocked. It can always move from its current cell to one of the four neighboring cells. The action cost for moving from an unblocked cell to an unblocked cell is one. All other action costs are infinity. The agent has to move so as to occupy the same cell as a stationary target (resulting in stationary-target search) or a moving target (resulting in moving-target search). The agent always identifies a shortest path from its current cell to the current cell of the target after its current path might no longer be a shortest path because the target left the path or action costs changed. The agent then begins to move along the path given by the tree-pointers. We use the Manhattan distances as consistent user-supplied H-values.

Figure 3 shows an example. After the \(A^*\) search from the current cell of the agent (cell E3, denoted by “Start”) to the current cell of the target (cell C5, denoted by “Goal”), the
target moves to cell B5 and then cells A4 and D2 become unblocked (which decreases the action costs between these cells and their neighboring unblocked cells from infinity to one). Figure 4 shows the h-values (in the upper right corners of the cells) using the ideas from Sections 5.1, 5.2 and 6, that all update the h-values in an eager way. The first gridworld shows the Manhattan distances as user-supplied H-values, the second gridworld shows the improved h-values after the A* search, the third gridworld shows the updated h-values after the current cell of the target changed and the fourth gridworld shows the updated h-values determined by the consistency procedure after cells A4 and D2 became unblocked. (When a cell becomes unblocked, we set initialize its h-value to infinity before running the consistency procedure.) Grey cells contain h-values that were updated. Figure 5 shows the g-values (in the upper left corners of the cells), h-values (in the upper right corners) and search-values (in the lower left corners) of Generalized Adaptive A*, that updates the h-values in a lazy way except for the consistency procedure. The first gridworld shows the values before the A* search, the second gridworld shows the values after the A* search, the third gridworld shows the values after the current cell of the target changed and the fourth gridworld shows the values determined by the consistency procedure after cells A4 and D2 became unblocked. Grey cells are arguments of calls to InitializeState(s). The h-value of a cell s in the fourth gridworld of Figure 5 is equal to the h-value of the same cell in the fourth gridworld of Figure 4 if search(s) = 2. An example is cell C2. The h-value of a cell s in the fourth gridworld of Figure 5 is uninitialized if search(s) = 0. In this case, the Manhattan distance with respect to the current cell of the target is equal to the h-value of the same cell in the fourth gridworld of Figure 4. An example is cell A2. Otherwise, the h-value of a cell s in the fourth gridworld of Figure 5 needs to get updated. It needs to get updated according to Sections 5.1 and 5.2 to be equal to the h-value of the same cell in the fourth gridworld of Figure 4 if g(s) + h(s) < pathcost(search(s)). An example is cell C3. It needs to get updated according to Section 5.2 to be equal to the h-value of the same cell in the fourth gridworld of Figure 4 if g(s) + h(s) ≥ pathcost(search(s)). An example is cell B3.

8. EXPERIMENTAL EVALUATION

We perform experiments in the same kind of four-neighbor gridworlds, one independent stationary-target or moving-target search problem per gridworld. The agent and target move on 100 randomly generated four-connected gridworlds of size 300 × 300 that are shaped like a torus for ease of implementation (that is, moving north in the northern-most row results in being in the southern-most row and vice versa, and moving west in the western-most column results in being in the eastern-most column and vice versa). Figure 6 (left) shows an example of a smaller size. We generate their corridor structures with depth-first searches. We choose the initial cells of the agent and target randomly among the unblocked cells. We unblock k blocked cells and block k unblocked cells every tenth time step in a way so that there always remains a path from the current cell of the agent to the current cell of the target, where k is a parameter whose value we vary from one to fifty. Figure 6 (right) shows that these changes create shortcuts and decrease the distances.
between cells over time. For moving-target search, the target moves randomly but does not return to its immediately preceding cell unless this is the only possible move. It does not move every tenth time step, which guarantees that the agent can reach the target.

We compare Generalized Adaptive A* (GAA*) against breadth-first search (BFS), A* and a heavily optimized D* Lite (Target-Centric Map) [9]. Breadth-first search, A* and Generalized Adaptive A* can search either from the current cell of the agent to the current cell of the target (= forward) or from the current cell of the target to the current cell of the agent (= backward). Forward searches incur a runtime overhead over backward searches since the paths given by the tree-pointers go from the goal states to the start states for forward searches and thus need to be reversed. D* Lite is an alternative incremental heuristic search algorithm that finds shortest paths in state spaces where the action costs can increase or decrease over time. D* Lite can be understood as changing the immediately preceding A* search tree into the current A* search tree, which requires the root node of the A* search tree to remain unchanged and is fast only if the number of action cost changes close to the root node of the A* search tree is small and the immediately preceding and current A* search trees are thus similar. D* Lite thus searches from the current cell of the target to the current cell of the agent for stationary-target search but is not fast for large $k$ since the number of action cost changes close to the root node of the A* search tree is then large. D* Lite can move the map to keep the target centered for moving-target search and then again searches from the current cell of the target to the current cell of the agent but is not fast since moving the map causes the number of action cost changes close to the root node to be large [9]. Thus, D* Lite is fast only for stationary-target search with small $k$. We use comparable implementations for all heuristic search algorithms. For example, A*, D* Lite and Generalized Adaptive A* all use binary heaps as priority queues and break ties among cells with the same $f$-values in favor of cells with larger $g$-values, which is known to be a good tie-breaking strategy.

We run our experiments on a Pentium D 3.0 GHz PC with 2 GBytes of RAM. We report two measures for the difficulty of the search problems, namely the number of moves of the agent until it reaches the target and the number of searches run to determine these moves. All heuristic search algorithms determine the same paths and their number of moves and searches are thus approximately the same. They differ slightly since the agent can follow different trajectories due to tie breaking. We report two measures for the efficiency of the heuristic search algorithms, namely the number of expanded cells (= expansions) per search and the runtime per search in microseconds. We calculate the runtime per search by dividing the total runtime by the number of A* searches. For Generalized Adaptive A*, we also report the number of h-value updates (= propagations) per search by the consistency procedure as third measure since the runtime per search depends on both its number of expansions and propagations per search. We calculate the number of propagations per search by dividing the total number of h-value updates by the consistency procedure by the number of A* searches. We also report the standard deviation of the mean for the number of expansions per search (in parentheses) to demonstrate the statistical significance of our results. We compare the heuristic search algorithms using their runtime per search. Unfortunately, the runtime per search depends on low-level machine and implementation details, such as the instruction set of the processor, the optimizations performed by the compiler and coding decisions. This point is especially important since the gridworlds fit into memory and the resulting state spaces are thus small. We do not know of any better method for evaluating heuristic search methods than to implement them as well as possible, publish their runtimes, and let other researchers validate them with their own and thus potentially slightly different implementations. For example, it is difficult to compare them using proxies, such as their number of expansions per search, since they perform different basic operations and thus differ in their runtime per expansion. Breadth-first search has the smallest runtime per expansion, followed by A*, Generalized Adaptive A* and D* Lite (in this order). This is not surprising: Breadth-first search leads due to the fact that it does not use a priority queue. D* Lite and Generalized Adaptive A* trail due to their runtime overhead as incremental heuristic search algorithms and need to make up for it by decreasing their number of expansions per search sufficiently to result in smaller runtimes per search. Table 1 shows the following trends:

- D* Lite is fast only for stationary-target search with small $k$. In the other cases, its number of expansions per search is too large (as explained already) and dominates some of the effects discussed below, which is why we do not list D* Lite in the following.
- The number of searches and moves until the target is reached decreases as $k$ increases since the distance
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Table 1: Experimental Results

<table>
<thead>
<tr>
<th></th>
<th>k = 1</th>
<th>k = 5</th>
<th>k = 10</th>
<th>k = 20</th>
<th>k = 50</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stationary Target</td>
<td>Moving Target</td>
<td>Stationary Target</td>
<td>Moving Target</td>
<td>Stationary Target</td>
</tr>
<tr>
<td></td>
<td>searches until target reached</td>
<td>moves until target reached</td>
<td>expansions per search</td>
<td>runtime per search</td>
<td>propagations until target reached</td>
</tr>
<tr>
<td>BFS (Forward)</td>
<td>298</td>
<td>298</td>
<td>13454 (77.8)</td>
<td>2009</td>
<td>N/A</td>
</tr>
<tr>
<td>BFS (Backward)</td>
<td>298</td>
<td>298</td>
<td>10078 (58.2)</td>
<td>1510</td>
<td>N/A</td>
</tr>
<tr>
<td>A* (Forward)</td>
<td>298</td>
<td>298</td>
<td>12674 (73.3)</td>
<td>2670</td>
<td>N/A</td>
</tr>
<tr>
<td>A* (Backward)</td>
<td>298</td>
<td>298</td>
<td>9533 (55.4)</td>
<td>1982</td>
<td>N/A</td>
</tr>
<tr>
<td>D* Lite</td>
<td>298</td>
<td>298</td>
<td>2049 (15.7)</td>
<td>397</td>
<td>N/A</td>
</tr>
<tr>
<td>GAA* (Forward)</td>
<td>290</td>
<td>290</td>
<td>8686 (21.3)</td>
<td>1163</td>
<td>N/A</td>
</tr>
<tr>
<td>GAA* (Backward)</td>
<td>310</td>
<td>3097</td>
<td>12581 (20.3)</td>
<td>1035</td>
<td>N/A</td>
</tr>
</tbody>
</table>

We say in the following that one heuristic search algorithm is better than another one if its runtime per search is smaller for the same search direction, no matter what the search direction is. We included breadth-first search in our comparison since our gridworlds have few cells and small branching factors, which makes breadth-first search better than $A^*$. Generalized Adaptive $A^*$ mixes $A^*$ with their Manhattan distances, and cells whose $h$-values are equal to the Manhattan distances stop the updates of the $h$-values by the consistency procedure. (This effect also explains why the number of propagations per search of Generalized Adaptive $A^*$ is smaller for backward search than forward search.)

- The number of expansions per search of Generalized Adaptive $A^*$ is smaller than the one of $A^*$ since its $h$-values cannot be less informed than the ones of $A^*$. Similarly, the number of expansions per search of $A^*$ is smaller than the one of breadth-first search since its $h$-values cannot be less informed than uninformed.

- The runtime per search of breadth-first search, $A^*$ and Generalized Adaptive $A^*$ is smaller for moving-target search than stationary-target search, which is an artifact of calculating the runtime per search by dividing the total runtime by the number of searches since the runtime for generating the initial gridworlds and initializing the data structures is then amortized over a larger number of searches.
Dijkstra’s algorithm for the consistency procedure, and Dijkstra’s algorithm has a larger runtime per expansion than breadth-first search. The number of propagations per search of Generalized Adaptive A* increases as $k$ increases. Generalized Adaptive A* cannot be better than breadth-first search when this number is about as large as the number of expansions of breadth-first search, which happens only for stationary-target search with large $k$. Overall, for stationary-target search, D* Lite is best for small $k$ and breadth-first search is best for large $k$. Generalized Adaptive A* is always worse than D* Lite. It is better than breadth-first search and A* for small $k$ but worse then them for large $k$ since its number of propagations is then larger and the improved h-values remain informed for shorter periods of time. On the other hand, for moving-target search, Generalized Adaptive A* is best (which is why it advances the state of the art in heuristic search), followed by breadth-first search, A* and D* Lite (in this order).

9. RELATED WORK

Real-time heuristic search [10] limits A* searches to part of the state space around the current state (= local search space) and then follows the resulting path. It repeats this procedure once it leaves the local search space (or, if desired, earlier), until it reaches the goal state. After each search, it uses a consistency procedure to update some or all of the h-values in the local search space to avoid cycling without reaching the goal state [12, 6, 3]. Real-time heuristic search thus typically solves a search problem by searching repeatedly in the same state space and following a trajectory from the start state to the goal state that is not a shortest path. Adaptive A* and Generalized Adaptive A* (GAA*), on the other hand, solve a series of similar but not necessarily identical search problems. For each search problem, they search once and determine a shortest path from the start state to the goal state. This prevents the consistency procedure of Generalized Adaptive A* (GAA*) from restricting the updates of the h-values to small parts of the state space because all of its updates are necessary to keep the h-values consistent with respect to the goal state and thus find a shortest path from the start state to the goal state. However, Adaptive A* has recently been modified to perform real-time heuristic search [8].

10. CONCLUSIONS

In this paper, we showed how to generalize Adaptive A* to find shortest paths in state spaces where the action costs can increase or decrease over time. Our experiments demonstrated that Generalized Adaptive A* outperforms both breadth-first search, A* and D* Lite for moving-target search. It is future work to extend our experimental results to understand better when Generalized Adaptive A* (GAA*) runs faster than breadth-first search, A* and D* Lite. It is also future work to combine the principles behind Generalized Adaptive A* (GAA*) and D* Lite to speed it up even more.
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