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ABSTRACT

One-switch utility functions are an important class of roaar
utility functions that can model human beings whose dengsio
change with their wealth level. We study how to maximize tke e
pected utility for Markov decision problems with given oswitch
utility functions. We first utilize the fact that one-switchility
functions are weighted sums of linear and exponentialtyfilinc-
tions to prove that there exists an optimal policy that ih=tation-
ary and deterministic as the wealth level approaches nvegafin-
ity. We then develop a solution method, the backward-iridact
method, that starts with this policy and augments it for biglnd
higher wealth levels. Our backward-induction method detees
maximal expected utilities in finite time, different frometipre-
vious functional value iteration method, that typicallytetenines
only approximately maximal expected utilities.
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1.2.8 [Artificial Intelligence ]: Problem Solving, Control Methods,
and Search-Bynamic Programming

General Terms
Algorithms
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1. INTRODUCTION

High-stake planning situations are planning situationth the
possibility of high wins and losses. Traditional decistbeoretic
planners typically maximize the expected rewakER planning
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objective). In contrast, human beings are often risk-avardigh-
stake planning situations and then maximize their expeatitity
for nonlinear utility functions MEU planning objective), which
explains why researchers have recently been very intereste
attempting to maximize the expected utility for nonlineaitity
functions or, equivalently, risk-sensitive utility funehs [12, 14,
10]. We model decision-theoretic planning problems asdfigdal-
directed Markov decision problems (GDMDPs), which are Mark
decision problems with strictly negative rewards (puretgoand
goal states, in which execution stops. Our planning ohjeds
to maximize the expected utility for one-switch utility fttions
since these risk-sensitive utility functions can model harheings
that are risk-averse but become risk-neutral in the limitteer
wealth level increases [1]. In contrast, other decisia®ntbtic
planners with the MEU planning objective often use expaaént
utility functions [6], which cannot model human beings whos
risk attitudes change with their wealth level. The only jwes
decision-theoretic planner that can use one-switchyfilihctions
is based on functional value iteration [9] and typicallyetetines
only approximately maximal expected utilities (similantaue it-
eration for the MER planning objective). We therefore idroe
the backward-induction method, that exploits the strtfrone-
switch utility functions to determine maximal expecteditigis and
an optimal policy in finite time (similar to policy iteratidior the
MER planning objective). We apply it to a painted blockswlorl
problem and compare the results to those of the functionakva
iteration method.

2. UTILITY FUNCTIONS

Imagine that you are a contestant on the TV show “Who Wants
to be a Millionaire” and reached the one million dollar quest
with only the 50-50 lifeline remaining. Since you do not kntive
answer, you use this lifeline to narrow down the possiblevans
to two alternatives and then have to make a decision. You an e
ther leave with $500,000 for sure. Or you can guess the aresveer
then win $1,000,000 with 50% probability (if you are corjemhd
$32,000 with 50% probability (if you are wrong). The expekte-
ward of leaving is $500,000, while the expected reward ofging
is $516,000. Thus, you would need to guess the answer in trder
maximize the expected reward. However, many contestanitsseh
to leave in this situation.

Utility theory, a major branch of decision theory, explathss
risk-averse behavior as follows [16]: Every human being has
a monotonically non-decreasing utility function that mapsir
wealth level to the resulting real-valued utility. A humaairy
maximizes the expected utility of their future wealth levather
than their expected future wealth level itself. The utifityiction
determines their risk attitude. Linear utility functiomaply a risk-



Table 1: Utility-Theoretic Analysis of the Game-Show Probém

Leave

Guess

Utility Difference

Utility Function || Utility of $500,000 || Utility of $32,000 | Utility of $1,000,000 - _ Optimal Decision
(with prob. 1.0) || (with prob. 0.5) |  (with prob. 0.5) | ExPected Utility || (Leave— Guess)
Uy(w) =w wo + 500, 000 wo + 32,000 wo + 1,000, 000 wo + 516, 000 —16, 000 Guess
Ue(w) = —® —0.6065vw0 —0.9685~w0 —0.36797%0 —0.66827%0 0.0617~%0 Leave
Uss(w) = wo + 500, 000 wo + 32,000 wo + 1,000,000 | wo + 516, 000 —16, 000 wo > 1.35x 10%; Guess
w— DAY —0.6065D~wo —0.9685D~wo —0.3679 D0 —0.6682D~%0 || 40.0617Dy*0 || wo < 1.35%10: Leave

wo = the initial wealth levely = 0.999999. D = 10°.

neutral risk attitude. A human being is risk-neutral iff yhmake
decisions that maximize their expected future wealth Ve cal-
culations for the game-show problem with the linear utiityiction
Ue(w) = w (Wherew is the wealth level) are shown in the first row
of Table 1. The optimal decision is to guess independent f th
initial wealth level. Concave utility functions imply a kisaverse
risk attitude. A human being is risk-averse iff they makeisieas
that do not maximize their expected future wealth level jated
that the variance of their future wealth level is sufficigméduced.
Researchers often assume for mathematical convenierncestta
averse human beings have (concave) exponential utilitgtioms,
which are of the fornle(w) = —+™" for parametet) < ~v < 1 [4].
The calculations for the game-show problem with the exptakn
utility function Ue(w) = —0.999999" are shown in the second
row of Table 1. The optimal decision is to leave independéth®
initial wealth level, which is consistent with the decisiohmost
contestants in this situation. In general, different hurbamgs
can have different utility functions and thus differenkrégtitudes.
Thus, they can make different decisions.

The decisions of human beings with linear or exponentidl uti
ity functions are independent of their initial wealth lew#ld thus
do not change as their wealth level increases, which is wageth
utility functions are also known as zero-switch utility fttions [1].

In reality, the decisions of human beings often change widirt
wealth level, which is why it can be unrealistic to use linaad ex-
ponential utility functions. For example, the rewards ia ame-

Figure 1: (a) One-Switch Utility Function (b) Two-State GDMDP

[ Action | Description | Success probabilif Cost ]
1 do-it-yourself 0.25 $ 100
2 hire a professional 0.95 $ 1,000
buy a termite-free house
3 ... and sell the infested one! 1.00 $10,000

Figure 2: Termite Problem

—1.522 x 107 if your initial wealth level is zero. Thus, you would
need to leave in order to maximize your expected utility. @& t
other hand, the exponential term of the one-switch utilitydtion
rapidly approaches zero as the initial wealth level inesasd the
linear term then dominates. Thus, you would eventually rteed
guess in order to maximize your expected utility. To detesrat
which initial wealth levelwo you should switch from leaving to
guessing, we solve the equation

—16,000 + 0.0617 x 105 - 0.999999%0 = 0 = wo = 1.35 x 10°.

show problem are high compared to the wealth level of average Thus, you should switch from leaving to guessing as your theal

people, which explains why they are expected to be risksaver

in game shows. However, the rewards are low compared to the

wealth level of billionaires, which explains why they argpegted
to be risk-neutral. It is more realistic to assume that huimgings
are always risk-averse but become risk-neutral in the Emitheir
wealth level increases, that the utility increases moriotdy with
their wealth level (since they can always give money awayd, a
that their decision between any two alternatives changesost
once as their wealth level increases. Human beings whosiogh
satisfies these assumptions have special kinds of onebsutitity
functions which are of the form

Uis(w) = w — DyY

for parameterd) > 0 and0 < ~ < 1, as illustrated in Figure 1(a),
where the dashed line indicates the linear utility functidhe pa-
rameterD provides an adjustable tradeoff between risk-neutrality
(linear term) and risk-aversion (exponential term). Ownéeh util-

ity functions were proposed in [1] and have been studiednexte
sively with many applications in the decision analysis camity

[1, 11, 5, 2]. The calculations for the game-show problenthe
one-switch utility functionUss(w) = w — 105 x 0.999999* are
shown in the third row of Table 1. The optimal decision now de-
pends on the initial wealth level. For example, the expeuatéiy

of leaving is—1.065 x 10°, while the expected utility of guessing is

level increases beyond about $1,350,000.

3. GOAL-DIRECTED MDPS

The game-show problem involves only one action rather than
a sequence of actions, the hallmark of artificial intelligemplan-
ning. Imagine therefore that you own a termite-infested adero
house but would like to own a termite-free house. The actioes
given in Figure 2. The outcome of each action is either stitho
ing a termite-infested house or a termite-free house. Youtlvas
achieve the goal state only with a sequence of actions. Fonpbe,
you could attempt to exterminate the termites yourself éwita
row and then buy a termite-free house, stopping after yostrdirc-
cess. This policy costs you $100 with probability 0.25, $3CKL00
= $200 with probabilityf1 — 0.25] 0.25 = 0.19, and $100 + $100 +
$10,000 = $10,200 with probabilit — 0.25] [1 — 0.25] = 0.56.

Sequential planning problems can be described with goal-
directed Markov decision problems (GDMDPs). Formally, a
GDMDP consists of a finite set of statésa nonempty finite set of
goal state€y C S and a finite set of actiond s for each non-goal
states € S’ = S\ G. The agent starts execution at time step 0
and always chooses one actionc A; to execute in its current
states € S;. Its execution results with probabiliti?(s’|s, a) in a
finite rewardr(s, a, s") < 0 at the current time step and a transi-
tion to successor staté € S at the next time step. The agent stops
acting when it reaches a goal state and receives no moredgwar



thereafter. We use; anda; to denote the state and action at time
stept, respectively. We use; = r(s¢, at, s¢+1) to denote the re-
ward for executing actiom,. (We definer, = 0 after the agent
reaches a goal state.) Finally, we use= wo + zg;g r; to de-
note the wealth level at time steplirectly before executing action
a:. The wealth level starts at the initial wealth leved and then
decreases over time since all rewards are negative. Forptgam

Figure 1(b) shows how the termite problem can be modeled as a

two-state GDMDP with three actions. One state is the stare st
(owning an infested house), and the other state is the gais st
(owning a termite-free house). In general, the agent hahdose
amongn actions to execute in stat€, numbered from 1 ta. The
arcs indicate the state transitions for each actien 1 ... n and are
annotated with their probabilities, and rewards:,. For the ter-
mite GDMDP, there are three actions. Their probabilitiestaeir
failure probabilities, and their rewards are their negatiosts. For
example, probability; = 0.75 and reward:; = —100 for action
1, namely to exterminate the termites yourself.

Policies specify which actions an agent should executehén t
most general case, these action can probabilisticallyraepe the
current state as well as all previous states and actions [Ibg
agent should follow the policy that maximizes its expectglity
For all utility functionsU and all policiesr, we define the value
v (s,w) = limi—oo BT, [U(we)] as the expected utility of an
agent with initial state = so and initial wealth levelv = wy that
follows policy 7. We also define the optimal valug; (s, w) =

max- v (s, w) as the highest possible expected utility of an agent

with initial states and initial wealth levelv. We assume that value
vgr (s, w) is finite for all statess € S and wealth levelsy since
it is otherwise impossible to compare policies [8]. We defame
optimal policyr;; to be a policy withvf}*’ (s,w) = v{;(s,w) for
all statess € S and wealth levelsv. For the utility functionslU,,
Ue andUis, we refer to theMEU, (= MER), MEUe. and MEU 4
planning objectives, respectively, and replace the sitisdy in
valuesu{; (s, w) andwyg; (s, w) with ¢, e andls, respectively. We
use the shorthands; (s) = v (s,0) andv; (s) = v;(s,0) =
max, vy (s,0) = max, vy (s). Similarly, we use the shorthands
vg (s) = v (s,0) andvi(s) = vé(s,0) = maxvg(s,0) =

max- vg (s). We exploit the relationships between these values in

the next section.

4. PLANNING OBJECTIVES

One-switch utility functions are linear combinations afidar
and exponential utility functions:

Uis(w) = w — Dy* = Up(w) + D - Ue(w).

For all one-switch utility functiong/, and all policiesr, we thus
have

viu(s,w) = lim BT, [Uss(we)] = lim BT, [U(we) + D - Ue(wy)]
= lim BT, [Ue(w))] + D lim ET,, [Ue(w)]
=7 (s,w) + D - vg (s, w). 1
We therefore need to consider theEU, and MEU. planning ob-
jectives. For these planning objectives, there alwaysedsta-

tionary and deterministic (SD) policy that is optimal [3,]13n
SD policy maps every state € S’ to the policyw(s) € A, that

an agent in state should execute independent of its wealth level.

Thus, actioru; = 7(s:) and reward-; are independent of its ini-
tial wealth level. For the termite GDMDP, there are only th&D
policies, namelyrk(so) = k for actionsk = 1,2, 3.

First, we consider th&#1EU, planning objective: For the linear
utility function U, and all SD policiesr, we have

of (s,w) = lim BT, [U(wo)] = lim BT, [wi]

t—1 t—1
 jim B |+ S| <t i 7 [

i=0 =0
=w+vj (s), @)

where valuesy (s) are independent of the wealth leveland sat-
isfy the policy-evaluation equations [3]

vy (s) =0 Vs € G
vy (s) = Z P(s'|s,m(s)) [r(s,m(s),s) +vf(s')] Vse S (3)
s'eS

Thus,v; (s,w) = w + v; (s), where the optimal values; (s) are
also independent of the wealth leweland satisfy the optimality
equations [3]

vy (s) =0, Vs e G
vy (s) = max ZSP(s'\s,a) [r(s,a,s") +vp(s)] Vses.
s'e
An agent in states € S' with wealth level w fol-

lows an MEU,-optimal policy if it executes an action from
arg max,c 4 > es P(s']s,a) [r(s,a,s") + v; (s")]. Forthe ter-
mite GDMDP, the policy-evaluation equations are
0" (9) =0, vg*(s%) = p [ex + 07 (V)] + [1 = pr] [ex + 7% (9)] -
The values thus are
T (0 = K
NS o

The MEU-optimal policy is 71 since v;'(s’) =
vy2(s?) = —1, 052 andv,®(s") = —10, 000.

Second, we consider thdEU. planning objective: For all expo-
nential utility functionsUe and all SD policiesr, we have similarly

—400,

o (s,w) = lim BT, [Ue(we)] = lim ET, [—7""]

t—1

= tlirgo E;r,w [—ﬁ/w-y i=0 7"1'] = A/w-tlirgo ET [—7 :;é T'i]
= ,\/w : vg(s), (4)

where the values{ (s) are independent of the wealth leveland
satisfy the policy-evaluation equations [13]

va (s) = —1 Vs € G
WZ(s) = S P(s/|s,m(s)y" 57D 0T (s)) Vse S, (5)
s’'esS

provided that the values (s) are finite for all states € S’. Thus,
ve (s, w) = ¥ - vg (s), where the optimal values: (s) are also
independent of the wealth level and satisfy the optimality equa-
tions [13]

va(s) =—1 Vs e G
va(s) = max P(s'\s,a)wr(s'“’s/) cvg(s’)  Vse S,
°sres

provided that the optimal values: (s) are finite for all states
s € S’. An agent in states € S’ with wealth level w
follows an MEUc-optimal policy if it executes an action from

arg maX,c Y. .es P(5']s, a)y" ) .z (). For the termite
GDMDP, the policy-evaluation equations are

ve*(g) = —1andve* (s°) = ppy“Fug* (s”) + [1 — p] vF v " (9),

provided that the valuess* (s°) are finite, which is the case if



pryF < 1. (Otherwisepe® (s°) = —o0.) The values thus are

_ [1=pp]y©k
c
gk (0) = e

—0o0

pEYk <1

pEYF > 1.

Assume that your exponential utility function iEe(w)
—0.997". Then, theMEUe-optimal policy ism3 sincewve * (sO)
082 (s°) = —oo andvd?(s°) = —1.1179 x 10'2.

Third, we consider th&/1EU s planning objective: For all one-
switch utility functionsU;s and all SD policiesr, we can decom-
pose the valuesf, (s, w) according to Eqg. (1), Eq. (2) and Eq. (4)
as follows:

vig(s, w) = w+ 7 (s) + Dy - vg (s). (6)
For the termite GDMDP, these equations are

viF (g, w) = Urs(w) = w — Dy¥

+
w
o1k (0, w) = 1—pg

— 00

(1 — pr] yoF
1 —pry©r

— Dy" - PRy <1

Py 2> 1.
Assume that your one-switch utility function $s(w) = w —
1072 x 0.997* and your initial wealth level is» = 0 (due to your
mortgage debt). Then, tHdEU,s-optimal SD policy ists since
0] (s°,0) = v]2(s%,0) = —ococ andw]3(s°,0) = —21, 179.

For the MEUs planning objective, there does not necessar-
ily exist an SD policy that is optimal but there always exiats
augmented stationary and deterministic (ASD) policy tisabp-
timal [9]. An ASD policy maps every combination of a state
s € S’ and wealth levelw to the actionm(s,w) € A, that an
agent in states with wealth levelw should execute. Thus, ac-
tion a; = m(se,we) = w(se,wo + > 7:) and rewardr, are
no longer independent of its initial wealth level,. For the ter-
mite GDMDP, assume again that your one-switch utility fiorct
is Uis(w) = w — 1079 x 0.997* and your initial wealth level is
zero. The policy of attempting to exterminate the termitesrgelf
twice in a row and then buy a termite-free house, stoppiner aft
your first success, can be formulated as an ASD patiayith ac-
tions 7(s°,0) = m(s°, —100) = 1 and7 (s, —200) = 3. Its
value isvf (s°) = 0.25 - U1s(—100) 4 0.19 - U1s(—200) + 0.56 -
Uis(—10,200) = —17,193. Thus, this ASD policy is better than
the MEU5-optimal SD policyrs.

We now generalize Eq. (6) to ASD policies by reformulating
special cases of Theorems 1 and 2 from [9], which hopefully

make them more accessible to the reader. For all ASD policies

« and all wealth levelsv, we define the policyr,, that satisfies
Tw(s,w') = m(s,w + w') for all wealth levelsw’. (If 7 is an
SD policy, thenr,, = 7.) The example ASD policy for the ter-
mite GDMDP has actions_190(s°,0) = 7(s°, —100) = 1 and
7_100(s", —100) = 7(s°, —200) = 3.

An agent with initial wealth levely that follows policy 7 ex-
ecutes actiom; = (s, w + .. 7;) at time stept, while an
agent with initial wealth leveD that follows policy ., executes
actionas = m(se, 3o 1) = m(s¢,w + 3o 7;) at time step
t. These actions are the same and thus the probability ditits
over the successor states and rewards are also the same wehus
have

t—1
w-i—%ri:l :w—l—tlin;oEsw
=w+v;%(s,0) =w+v;"(s)

vy (s,w) = tlirgo E7

t—1
> i
=0

)
and

Y. lim ETw

t—oo

t—1 t—1
vE (s,w) = Jim BT, [—y"Zim0"i] = [—Ei=0 7]

=

(a) Determinew

‘ :

(b) Determinew®*?!

(c) Maintain Property 2

Figure 3: lllustration of Backward Induction

®)

For all one-switch utility functiong/;s and all ASD policiesr, we
can therefore decompose the vatfe(s, w) according to Eqg. (1),
Eq. (7) and Eq. (8) as follows:

VT (s, w) = w + 0" (s) + DY - 0F (s).

=4 o (5,0) = 7 - vFw (s).

©)

The valuesvT, (s, w) satisfy policy-evaluation equations that are
implied by [9] but were not explicitly stated there

virs(svw):Uls(w) =w— Dy" Vs € G,Vw
’I)TS(SJU) = Z P(s’|s,7r(s,w))v{rs (slvw + 7”(577'('(8711]),8/))
s'eS
Vs € S, Vw,

provided that the values (s, w) are finite for all states € S’ and
all wealth levelsw. The optimal valuesi, (s, w) satisfy optimality
equations that are again implied by [9]

v{s(svw) =U15(w) =w— Dy" Vs € G,Yw

vis(s, w) = max
°s'es

P(s'|s, @)t (', w + (5,0, 5'))

Vs € S',Vw, (10)
provided that the optimal valuesi,(s,w) are finite for

all state s € S and all wealth levelsw. Then,
an agent in states € S with wealth level w fol-
lows an MEU;s-optimal policy if it executes an action from
arg max,c o >, cg P(s'[s,a)vis (s, w +7(s,a,5")). There-
fore, all that is left to do is to determine the optimal values
vis(s,w). The only previous approach for this purpose that we
know of is based on functional value iteration [9] and tyflicde-
termines the optimal values; (s, w) only in the limit although it
needs to terminate in finite time in practice. However, theraach
does not provide a termination condition for improving tlzedues
nor an error bound on the resulting policies. We therefotein
duce that backward-induction method that exploits thetimiahip
between one-switch utility functions and exponentialitytifunc-
tions to determine the optimal valueg (s, w) and thus aMEU -
optimal policy in finite time.

5. INDUCTIVE FOUNDATION

We now establish the induction foundation for the backward-
induction method. We utilize the fact that one-switch ttifunc-
tions are weighted sums of linear and exponential utilitgcfu
tions to prove that there exists an SD policy that isMBU -
optimal policy as the wealth level approaches negativeityfifihe
backward-induction method then starts with this policy aid-
ments it for higher and higher wealth levels. We illustrate t
backward-induction method in Figure 3 for a general twdesta
GDMDP with initial wealth level zero, where the graphs are th
value functionsj* (s°, -) of the policiesry. The following lemma
relates the optimal values;, (s, w) andve (s) and uses the fact



that we have for alMEUs-optimal ASD policiesri, according to
Eq. (9)

via(s, w) =01 (5, w) = w2 (5) 4 Dyl (5). (11)

LEMMA 1.
S.

ProOOF For all MEUs-optimal ASD policiesti,, we have ac-
cording to Eq. (11) and the fact thaf (s) < v; (s) andvg (s) <
v () for all policiesw

lim vis(s,w)y~
w— — 00

= D, (s) for all statess €

UIS(S7 w)')/iw =

Swy™"

vfgs (s,w)yy Y =wy™" +véﬁfs)w (s)v™v —i—DvéﬂYs)w (s)
+vg ()™ + Dug(s).

and thus

limsupvis(s,w)y"¥ < lim [wy™" ¥4+ Dvg (s)]

w——00 W——00

+uj (s)y™ = DuZ (s).

On the other hand, for aMEU-optimal SD policiesra, we have
according to Eq. (9) and the fact that (s, w) > v{,(s, w) for all
policiesr

vig(s, W)y ™ 2 0pe (s,w)y T = wy T 40, (8)y 7 + Due® (s)

=wy ™Y + 0,8 ()77 + Dug(s)
and thus
liminf vi (s,w)y~"> lim [w'y*“’—i-v;; (s)y~“+Dvg (s)] =Dvi(s).
w— — 00 w— — 00

Therefore, the lemma holds.[]

The lemma implies that aMEU 1s-optimal policy is alSAVIEUe-
optimal in the limit, which is not surprising since the expatial
term in Eqg. (11) grows faster than the linear term. Howevet, n
everyMEUc-optimal policy is alsdtMEUs-optimal in the limit. For
a general two-state GDMDP, assume that there are only twanact
and both of the corresponding SD policies and 72 are MEUe-
optimal. Thus, we have for actioks= 1, 2

[1—pg]ye*

B R

va(s°) =

provided thap,~°* < 1, which implies
1+ vg(s0)y

1+ vg(s0)
Thus, there are combinations of probabilitigs and rewards:y,
that achieve the same optimal vali&(s®) but differ in their val-
uesv;* (s°) = 7=%-. Only the policyr; with the highest value
vy *(s%) can possibly beMEU:s-optimal according to Eq. (11).
The following lemma formalizes this observation. It defirses
auxiliary GDMDP such that all policies for the auxiliary GNP
areMEU¢-optimal for the given GDMDP. The policy thatMEU -
optimal for the auxiliary GDMDP then iMEU;s-optimal for the
given GDMDP for all wealth levels no higher than some wealth
level threshold.

pp = and c € [log, (—vs(s?)),0).

LEMMA 2. For all MEUs-optimal policiesrys, there exists a
wealth level thresholdy such that it holds for all wealth levels
w < w that

1. o819 (s) = v3 (s) for all statess € 5.

2. vi"Ts)” (s) = vzg*(s) for all statess € S’, whererrg™ is any
SD MEU,-optimal policy for the auxiliary GDMDP which

is the same as the original GDMDP except that the agent
chooses its actions only from tMEUc-optimal actions, that
is, the sets

Ai(s) = arg max Z

a€As s'es

s'|s,a) T(S’a’sl)v; (s").

3. vi(s,w) = vff*(s,w) for all statess € S’, meaning that
ma " isanMEU;s-optimal policy for all wealth levels) < w.

The proof of the lemma can be found in [7]. We need to determine
the wealth level threshold to establish the induction foundation,
as shown in Figure 3(a). For a general two-state GDMDP, assum
that there are only two actions and that is an MEU ;s-optimal
policy for all wealth levelsw < w, whereasr; is not. Assume
further thatm; is no longer anMEUs-optimal policy for wealth
levels that are higher than the wealth level thresheolay a positive
infinitesimal. Then, we have for all wealth levels< w according

to Eq. (11) and the fact thétr1 )., = 71 (sincer; is an SD policy)

vis(s%,w) = vfl (%, w) = w + o7 () + Dy gt (7). (12)
Now consider any wealth level that is higher than the wealth level
thresholdw by a positive infinitesimal but no higher than— ¢,
for all actionsk = 1,2. Then,vi (s, w + cx) = v]2 (8%, w + cx,)

(sincew + ¢, < w) and we can rewrite Eq. (10) as follows:

v{s(slvw) =w—Dy"

UIS(S(),w) = kn,lax [pkvfs(sovw + Ck) + [1 - pk] UTS('Sl?w + ck)}

s [ (5% ex) +[1 = pi] [w + e — Dy 4]

K) + Dyadt (%, K)]

™
max [w+ q;* (s,

where the last step uses both Eq. (12) and the definitions of
the valuesg;'(s°,k) = cr + provy*(s®) and ¢Z*(s%, k)
v [pr — 1+ prvg*(s°)] for k = 1,2. Itholds thatg;* (s°,1) =
v, ' (s°) according to Eq. (3) andd* (s°,1) = v&*(s®) accord-
ing to Eq. (5). w2 is anMEUs-optimal policy for wealth levetv
according to our assumptions, whereasds not. Thus, we have

2) + Dy gt (s°,2) > wq;t (s%, 1)+ Dy gt (s°, 1)
T (504 Dy 69)

w4 gyt (s°,

or, equivalently,

a;* (s, 1(s%) > Dy [wd (%) — g5 (s°,2)]

1 qzrl (s9,2) — vzrl (s9)

w > logy (5 0E (%) — & (50,2)> ‘
The wealth level threshold can thus be set to the right-hand side
of the last inequality. We actually set it to the minimum of tight-
hand side of the last inequality and the initial wealth |lesiate the
agent only encounters wealth levels no higher than itsinitealth
level. If the argument of the logarithm is non-positive ahd tog-
arithm thus is undefined, then poliey is MEU:s-optimal for all
wealth levels and we set the wealth level threshold to thigalni
wealth level. The general case is just slightly more compiex
for the two-state GDMDP since one needs to minimize over all
statess € S’ and all actions: € A, \ A% (s). The following the-
orem summarizes the discussion. It uses the following diefird
for all statess € S’ and actions: € A;:

@@ (s,a) =D P(s']s,a)y" (g (s)

s'eS

ng*(s’a) _ Z P(s'|s,a) [r(s,a, s") +vzg*(s’)] .

s'eS

2) —v;




THEOREM 3. The statements in Lemma 2 hold for

1 e (s,a) —v,° (s
w = min min  log, | max [y"0, —- 9" ( G .
s€ES’ a€A\AE(s) D vE(s) — q&(s,a)

The proof of the theorem can be found in [7]. The maximum in
the definition of the wealth level threshaldtakes care of the case
where the numerator is negative or the wealth level threlshould
otherwise be higher than the initial wealth leve]. One needs to

determineAg (s), vs (s), ma " and vﬁ* (s) to calculate the wealth
level threshold. The action set (s) and the optimal values (s)
can be calculated with thelEUe version of policy iteration [13],

and then the policyrs* and the optimal values;® (s) can be cal-
culated with theMIEU, version of policy iteration [3]. One should
not use versions of value iteration for this purpose sineg tiipi-
cally determine optimal values only approximately. Fortémenite
GDMDP, we have shown thats is the only SDMEU.-optimal
policy and thusri* = w3 and A3(s°) = {3}. Then, we have

o (%) = —10,000, ¢f¢ (s°,1) = —7,600, gj¢ (s°,2) =
—1,500, vg(s”) = —1.1179x 10"?, ¢ (s°, 1) = —1.1323 x 10**
and g2 (s°,2) = —1.1278 x 10'*. Therefore, the wealth level

threshold isw = —1482.0.

6. BACKWARD-INDUCTION METHOD

Algorithm 1 (BackwardIinductionOneSwitch) shows our
backward-induction method, which is based on the indudtue-
dation from the previous section and Eq. (10). There are two
main differences to the common backward-induction method f
solving GDMDPs with finite planning horizons [15]. First,eth
inductive foundation of the backward-induction method $ofv-
ing GDMDPs with finite planning horizons is trivially provéd
by values that are all zero, while the inductive foundatidéroar
backward-induction method is provided by Theorem 3. Thus,
our backward-induction method first determines the weatell
thresholdw and, at the same time, the optimal valugg(s, w) for
all statess € S’ and all wealth levelsy with w < w. Second, the
backward-induction method for solving GDMDPs with finitapt
ning horizons starts at the planning horizioa- T', then decreases
the time step with a fixed step size of one, and ends at time step
0, while our backward-induction method starts at the welabl
thresholdw = w, then increases the wealth levelwith a variable
step size (thatis controlled by a priority queue with the kidlavel
w as the key), and ends at the initial wealth lewegl

We now explain the backward-induction method and show,eat th
same time, that th&/EUs-optimal value functionsi;(s,-) are
piecewise one-switch functions with a finite number of segtfie
The backward-induction method represents MEU;s-optimal
value functions (one for each state) andMBU ;s-optimal policy
as a finite list of tuplegw? (s), vi(s), vi(s), a’(s)), which repre-
sentthab, (s, w) = w+vj(s) + Dy“vi(s) and thatri, (s, w) =
a’(s) for all wealth levelsw with w € (w*(s),w*""(s)]. In this
case, we say thai’(s) is an MEU1s-optimal action for wealth
level w. VAList is a data structure that contains all of these
tuples after the termination of the backward-induction hodt
GetValues(VAList, s, w) retrieves the valuesj(s) and vi(s)
from the tuple(w’(s), vi(s),ve(s),a’(s)) in VAList with wealth
levelw € (w'(s),w " (s)].

The backward-induction method uses the inductive foundati
from the previous section and thus set¥(s) = —oo, v{(s)
v;r;*(s), v3(s) = vi(s) anda®(s) = mg*(s) for all statess €
S’ on Lines 1-4. It also initializes the priority qued. The
wealth level thresholdv is the first non-infinity wealth level’

Algorithm 1 Backward-Induction Method

We definesucc(s,a) = {s" € S | a € Ay, P(s'|s,a) > 0} andpred(s, a) =
{s" € S|a € A, P(s|s’,a) > 0}. We use the following operations on pri-
ority queues: Insert(PQ, s, w) inserts s into priority queue PQ with key w,
IsMember(PQ, s) tests whethes is in PQ, GetKey(PQ, s) returns the key ok

in PQ (s needs to be ifPQ), DecreaseKey(PQ, s, w) decreases the current key of
sin PQto w (s needs to be ifPQ with a key greater thaw), andExtractMin (PQ)
removes a state with the lowest key frdP® and returns both the state and its key.
VAList = BackwardInductionOneSwitch(S, {As}, P, r, D, v, wo)

1: determinevy, vzg* ,andm*;
2: forall s € S’ do »
3.  AddList(VAList, s, — oo, vze (), vg (), ™™ (8));
. Insert(PQ, s, —o0);
5: A — Us€S/ AS;
while —IsEmpty(PQ) do
s, w' «— ExtractMin(PQ);
'U;'S — —00,
forall a € As do
10: qi(s,a),qi(s,a) « 0;
1: forall s” € succ(s, a) do

4
6
7
8
9

12: v) (s'),v](s") « GetValues(VAList, s', w’ + r(s, a, s'));
13: qi(s,a) — qi(s,a) + P(s'|s,a) {r(s7 a,s’) + UZ (s’)];
14: qi(s,a) «— qi(s,a) + P(s']s, a)vr(s’a’sl)’ug (s");
15: if w® % —oo then )
16: ¢t (s,a) — w' + qi(s, a) +D'yw1qé’(s,a);
17: if afy(s,a) > vi, O (giy(s,a) = vi,and gi(s, a) < vi) then
18: v, dia(s,a);
19: » a’, vy, Ve — a,q;(s,a), (s, a);
20:  if w' # —oo then S
21: AddList(VAList, s, w", vy, vg, a");
2. forala€ A;do v
23: InsertSP(PQ, s, w*, vy, ve, 4y (s, a), g (s, a), v, wo);
24:  if w' # —ocothen
25: forall a € Ado
26: forall s’ € pred(s, a)do
27: InsertNeg(PQ, s, w® — r(s’, a, s), wo);

InsertSP(PQ, s, w, ve, ve, q¢, ge; ¥, wo) InsertNeg(PQ, s, w, wo)
1: if ve # ge then

1: if w < wo then

. qe — U
20 tmp— H; 2:  if IsMember(PQ, s) then
e — Ye
3 if tmp > D0 {hen 3 if Getkey(PQ, s) > w then
4: W — log., (5 - tmp); 4: DecreaseKey (PQ, s, w);
5: if @ > w then 5. else
6 InsertNeg(PQ, s, w, wo); 6: Insert(PQ, s, w);

removed from the priority queue in the main loop. The backivar
induction method then proceeds in a backward fashion. @ensi
any states € S’ and any segmenfw’(s), w*™" (s)], where the
wealth leveky'*! (s) is still to be determined. We demand that two
properties hold for this segment: First, the same actiga) has

to be MEUs-optimal for all wealth levelsy € (w’(s), w'™ (s)]
(Property 1). Second, for all wealth levelse (w’(s), w'"'(s)],
actionsa € A, and states’ € S with P(s'|s,a) > 0, there

) . i
exists aj°"*, such thatw’e="*

]s,i/+1

a,s

(s') < w'(s) andw +r(s,a,s’) €

(wiill/ (s"),w (s")], that is, all possible wealth levels after
the action execution should be in the same segment (Propgrty
Therefore, we have for all wealth levels € (w’(s), w'" (s)]
according to Eqg. (10) and Eq. (11)
vis(s,w) = max D7 P(s']s,a)ol, (s, w + (s, a,5'))
s’es
= max ZG:S P(s'|s,a) [w +r(s,a,8") + vzazs (s")

U
+ D,yw+r(s,a,s,)vea,o’ (S/)]



_ ’ ’ ];:15/ ’
= max w~+ Z P(s'|s,a) |:7’(s,a,s ) +v,0% (s ):|

s'esS

5o

£ D9 32 P ls,a)y g (s”}
s'es

= max [w+qy(s,a) + Dy gg(s, )] (13)

where we defined the valueg(s,a) and¢i(s, a) in the last step
for use below.

First, the backward-induction method calculates aciitfs) on
Lines 8-21. Since the optimal value functiofy (s, -) is continuous
in the wealth leveho and actiona’(s) is MEU1s-optimal for all
wealth levelsw € (w'(s),w'™ (s)], itis alsoMEU;-optimal for
wealth levehwv® (s), which implies according to Eq. (13)

@'(s) € A(s) = arg max [w'(5) + i, ) + Dy Dgi(s,a)]
where we defined the action sefs) for use below. The ac-
tion setsA(s) can contain actions that are nbtEU;s-optimal
for all wealth levelsw € (w'(s),w""'(s)]. Figure 3(b) illus-
trates such actions. The action s&({so) includes actions 2, 3,
6 (the blue, black, and cyan graphs, respectively) for tigmsat

(w*(s%),w"*(s°)], all of which intersect at the same point. Only

action 2 isSMEU,s-optimal for this segment, action 3 MEU -
optimal for the previous segment, and action 8/EUs-optimal
for neither segment. In general, the spurious actions cagliine
inated by comparing the actions in the action .4¢t) for wealth

level w'(s) + &, whered is a positive infinitesimal. Consider any

actionsa, a’ € A(s). Then, we have
w'(s) + qi(s,0) + Dy )gi(s, a)
= w'(s) + ¢i(s,a’) + wai(s)qé(s, a). (14)

Assume that action is MEU s-optimal for all wealth levelsy €
(w'(s),w" " (s)], whereas action’ is not. Then, actiom is also
MEU;s-optimal for wealth leveko’(s) + &, whereas actiom’ is
not. Thus, we have

wi(s) + 0 + (15(8, a) + D'ywi<s)+6qé(s, a)
> wi(s) + 6+ qi(s,a’) + Dﬁ/wi(S)Jr‘sqé(s7 a).
By subtracting Eq. (14) from the inequality, we have
6+ wai(s) ['y‘s - 1] qi(s,a) > 8+ Dﬁ/“ﬂ'(S) ['y‘s - 1] qi(s,a’)
di(s,a) < gi(s,a’),

Thus, the backward-induction method chooses any aafits) €
arg minaeA(s) qe(s,a).

Second, the backward-induction method calculates theesalu

vi(s) = qi(s,a’(s)) andvi(s) = g¢i(s,a’(s)) on Lines 8-21
sincevis(s,w) = w + ¢i(s,a’(s)) + Dy*“¢i(s,a’(s)) accord-
ing to Eq. (13) and i}, (s, w) = w + v}(s) + Dy“vi(s) according
to our representation of the piecewise one-switch funetion all
wealth levelsw € (w'(s), w ™ (s)].

Third, the backward-induction method calculates the vidait-

els w'*'(s). Property 1 implies that action’(s) is MEU -
optimal for wealth levehv®*!(s). We thus have for all actions
a e As

wtl(s) + gi(s,a’(s)) + D Dgis,a’(s)
> wt(s) + qi(s,a) + Dy gi(s, a)

7 i witl(s) i 1
qj(s,a’ () + Dy ) gi(s, a(s))

L

(CY (b)

Figure 4: Painted Blocksworld Problem

> gi(s,a) + Dy*" " ()gi(s, a)
vi(s) + Dy (v (s)
> qi(s,a) + Dy (gi(s,a)

i1 1 ) qp(s,a) —vy(s)

T (s) < logy <D vils) - qé’(sva)>

where the right-hand side of the last inequality defines a&mpot
tial switching point for theMEU ;s-optimal action and thus a po-
tential value for the wealth levab™™!(s) if the argument of the
logarithm is positive and the logarithm thus is defined, assil
trated in Figure 3(b). The determination of these potestidtch-
ing points is essentially the same as the determinationeofvralth
level threshold (with the only difference being whethér= —o0),
which allows the backward-induction method to combinertbai-
culation in the main loop on Lines 22-23 usihtsertSP. Prop-

erty 2 implies thatw + (s, a,s’) < wjzil’H(s’) and thus that
w < wlas' T (s') = r(s,a,s'), where the right-hand side of this

inequality defines another potential switching point farMEU ;-
optimal action and thus another potential value for the thdalel
w'*1(s), as illustrated in Figure 3(c) where wealth level takes

the role of wealth levety’==’ "' and rewardc;, takes the role of

rewardr(s, a, s’). The backward-induction method calculates the
potential switching points on Lines 25-27 usimgertNeg.

The backward-induction method stores the potential switch
ing points in the priority queuePQ and processes them in
order of increasing wealth levels since the values of seg-
ment (w'(s),w"'(s)] depend on the values of segments
(w(s"),wT*(s")] for one or morej with wi*(s’) < w'(s),
which need to have been calculated already. The backward-
induction method terminates when the priority qu&@is empty,
which happens in a finite amount of time since the wealth level
thresholdw is a finite negative value and the values of the processed
switching points are monotonically increasing by at legsbsitive
constant and guaranteed to be non-positive [7]. ThusMB¥ -
optimal value functions are indeed piecewise one-switdetions
with a finite number of segments. For the termite GDMDP, the
backward-induction method finds the followingEUs-optimal
policy for the initial wealth levetvy = 0:

1 we (—316.4,0]

2w e (—1482.0, —316.4]
3 w € (—oo, —1482.0].

0

7|—>1Ks('s s w) =

7. EXAMPLE

We use the painted blocksworld problem from [9] to illustrat
risk-sensitive planning with one-switch utility functien The do-
main is a standard blocksworld domain with five blocks that ar
either white W or black @8). However, the move action succeeds
only with probability 0.5. When it fails, the block drops éatly
onto the table. One can also execute a paint action that eBang
the color of any one block and always succeeds. The move ac-
tion (M has a reward of-1, and the paint actionP) has a re-
ward of —3. Figure 4(a) shows the initial state. The goal is to
build a stack of three blocks as shown in Figure 4(b). Thetpdin
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Figure 5: MEU(Uss)-Optimal Policy
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Figure 6: MEU,5-Optimal Value Functions

blocksworld problem has 162 states, which we describe aso$et
stacks by listing the blocks in each stack from bottom to t6pr
example, the initial state i§WBBW B} . We use the backward-
induction method to find aMEUs-optimal policy for the one-
switch utility functionUss(w) = w — 0.5 x 0.6". Figure 5 de-
picts thisMEU ;s-optimal policy, and Figure 6 shows théEU -
optimal value functions in the form dfAList entries for the five
non-goal states that are reachable from the initial statesifigent
follows theMEU -optimal policy, where we use the shorthand no-
tation vis(s) = vi(s,w’(s)) and also include the values for the
case where wealth leveb’(s) is equal to the initial wealth level
wo = 0, which do not appear iwAList. The MEU;s-optimal ac-
tion in state{ WBB, B, W depends on the wealth level. It is a move
action for wealth level-1 or —2 and a paint action for wealth level
—3. It takes the backward-induction method only abouts sec-
onds to obtain thé/EUe-optimal policy on a Dell Latitude D600
laptop, while it takes functional value iteration abaut5 seconds,
although our backward-induction method in general is netrgo-
teed to be faster than functional value iteration and cafadh be
slower. A more thorough study of the running times of funaéib
value iteration and the backward induction method is unegrw

8. CONCLUSIONS

The backward-induction method exploits the structure af-on

switch utility functions to determine maximal expecteditiéis for

given GDMDPs and one-switch utility functions in finite tiprobf-

ferent from the previous functional value iteration metkieat typi-

cally determines only approximately maximal expectedtigd. In

the future, we intend to study how to exploit the structuretbier
nonlinear utility functions in similar ways and develop imads that
scale up to even larger planning problems.

9. REFERENCES

[1] D. E. Bell. One-switch utility functions and a measure of
risk. Management Scienc84(12):1416-1424, 1988.

[2] D. E.Belland P. C. Fishburn. Strong one-switch utility.
Management Sciencd7(4):601-604, 2001.

[3] D. P. Bertsekas and J. N. Tsitsiklis. An analysis of ststit
shortest path problemMathematics of Operations
Research16(3):580-595, 1991.

[4] J. L. Corner and P. D. Corner. Characteristics of decsio
decision analysis practic&he Journal of Operational
Research Society#6:304—-314, 1995.

[5] G. M. Gelles and D. W. Mitchell. Broadly decreasing risk
aversionManagement Sciencéd5:1432-1439, 1999.

[6] S. Koenig and R. G. Simmons. Risk-sensitive plannindwit
probabilistic decision graphs. Proceedings of the Fourth
International Conference on Principles of Knowledge
Representation and Reasoning (KR;928ges 2301-2308,
1994.

[7] Y. Liu. Decision-Theoretic Planning under Risk-Seivat
Planning Objectives. Dissertation, College of Computing,
Georgia Institute of Technology, 2005.

[8] V. Liuand S. Koenig. Existence and finiteness conditifors
risk-sensitive planning: Results and conjectures. In
Proceedings of the Twentieth Annual Conference on
Uncertainty in Artificial Intelligence (UAI-05)2005.

[9] V. Liu and S. Koenig. Risk-sensitive planning with

one-switch utility functions: Value iteration. Broceedings

of the Twentieth National Conference on Atrtificial

Intelligence (AAAI-05)pages 993-999, 2005.

C. McMillen and M. Veloso. Thresholded rewards: Acting

optimally in timed, zero-sum games. Broceedings of The

Twenty-Second Conference on Artificial Intelligence

(AAAI-07) 2007.

[11] Y. Nakamura. Sumex utility functiondlathematical Social

Sciences31:39-47, 1996.

E. Nikolova, M. Brand, and D. R. Karger. Optimal route

planning under uncertainty. Froceedings of the Sixteenth

International Conference on Automated Planning and

Scheduling (ICAPS-062006.

S. D. Patek. On terminating Markov decision processiéis w

a risk averse objective functioAutomatica

37(9):1379-1386, 2001.

P. Perny, O. Spanjaard, and L.-X. Storme. State spauetse

for risk-averse agents. Rroceedings of the Twentieth

International Joint Conference on Atrtificial Intelligence

(IJCAI-07), pages 2353-2358, 2007.

M. L. PutermanMarkov Decision Processes: Discrete

Stochastic Dynamic Programmingohn Wiley & Sons,

1994.

J. von Neumann and O. Morgenstefmeory of Games and

Economic BehaviorPrinceton University Press, 1st edition,

1944,

[10]

[12]

[13]

[14]

[15]

[16]



